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A B S T R A C T

To capitalize on valuable consumer and transactional data on mobile apps, companies should employ ethical
decisions and strategies that can reduce privacy concerns, because such concerns present critical challenges for
corporate social responsibility. In this study, we tested the effect of intervention strategies, Fair Information
Practices, and the data collection method on privacy-related decisions. The results show that both intervention
strategies have a significant effect on perceived data control and perceived risks and in turn on behavioral
intention. Our findings have novel theoretical and managerial implications to those who want to promote ethical
business practices in the mobile apps industry.

1. Introduction

The increasing affordability and features of mobile devices and
mobile apps have enabled companies to collect huge amounts of user
data [1–3]. In particular, cookies and GPS, along with consumers’
transactional data, allow companies to track user preference, and pro-
vide accurate location-based prediction and recommendations [4].
When processed effectively and innovatively, consumer data supply
actionable real-time information to improve operations, facilitate in-
novation, optimize resource allocation, reduce costs, and enhance de-
cision-making [4,5]. The recent big data analytics capabilities and tools
further accentuate potential benefits companies could gain from having
access to a large amount of consumer data [4].

While companies could capitalize on consumer data to improve
market advantage, privacy concerns stand as the biggest roadblock to
monetizing these data [3,6]. The concerns also present critical chal-
lenges for ethical business practices [3,6]. Specifically, consumers are
concerned about how their personal data will be processed, stored,
shared, and used [7]. They are also worried about the vulnerabilities of
mobile technologies that lead to potential data leakages, hacking, and
data thefts [7]. All these concerns may stop consumers from using
mobile apps. As the success of mobile apps depends on the usage rate
[8,9], a low adoption rate is a loss to companies considering that the
size of the mobile apps market is one of the biggest within the IT sector.
Its total market revenue for 2016 was 76.5 billion dollars, and the

figure is expected to grow to 101 billion dollars in 2020 [10]. There-
fore, companies ought to strategize on how to reduce consumers’
privacy concerns, so as to increase the consumption rate and present a
better corporate image [11]. In this paper, we tested the effect of two
company intervention strategies, Fair Information Practices (FIPs) and
the data collection method, on privacy-related decisions linked to the
use of mobile apps. These intervention strategies are framed using the
control-risk literature, which gives our research model a strong theo-
retical foundation [12,13].

We contended that using FIPs to instill consumer confidence toward
a company’s data management practices is a good strategy. The privacy
literature posits that FIPs have a regulatory endorsement effect, which
conveys the perception of “fairness” [14,15]. Companies could utilize
the power of FIPs to shape positive perception toward their data
management practices. Existing FIP studies have examined various as-
pects including origin [16], challenges in the implementation process
[12,17,18], companies’ compliance [12,16–21], perceptions [6,22,23],
and enforcement [24–27]. From a further inspection of Appendix A,
which covers studies on FIPs or closely related variables, most of them
focused on fixed platforms or general scenarios, while only five focused
on mobile technologies. Following are the few studies on fixed plat-
forms or general scenarios that used experimental research. Culnan and
Armstrong [14] conducted a preexperimental study with secondary
data. However, data were captured from secondary sources, there was
no control group, and the research items were proxy measures of
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privacy concerns and other related variables. Therefore, the results
should be interpreted with caution. Nemati and Van Dyke [27] con-
ducted a quasi-experimental research using t-test and ANOVA techni-
ques. However, the results showed a nonsignificant effect of FIPs on
trust and risk perception (the study did not include behavioral inten-
tion). Liu, Marchewka, Lu and Yu [28] conducted an experimental
study on the effect of FIPs on trust and behavioral intention. However,
they only included two scenarios: FIPs and non-FIPs (they did not study
interaction with other factors). To fully understand the power of FIPs, it
is necessary to assess their effectiveness in various situations. Other
studies that focused on fixed platforms are either descriptive in nature
[12,16,18–20] or do not consider all the aspects of FIPs. For example,
Awad and Krishnan [29], Bellman et al. [24], Chellappa and Pavlou
[30], Li, Sarathy and Xu [31], Milne and Boza [23], Milne and Rohm
[32], and Xu et al. [25] focused on some aspects of FIPs but considered
neither all the FIPs dimensions nor their interaction with other inter-
ventions. In addition, all these studies are nonexperimental research,
and thus do not allow testing of causality.

As for the studies that focused on mobile platforms, Karyda,
Gritzalis, Park, and Kokolakis [17] conducted a descriptive study on the
obstacles of implementing FIPs. In the case of Libaque-Saenz, Chang,
Kim, Park and Rho [6] and Libaque-Sáenz, Wong, Chang, Ha, and Park
[22], although these studies focused on the mobile sector, the scope was
the secondary use of personal information by network operators (i.e., a
situation faced by users when their data have been already collected),
and not user interaction with mobile devices before their data are
collected. Prior literature contends that the data collection stage is more
sensitive for users than the postrelease process itself [33]. In addition,
none of these studies used an experimental design to assess causality.
Finally, although Xu, Gupta, Rosson, and Carroll [7] focused on mobile
apps and used an experimental design, they neither included all the
FIPs principles (only choice) nor focused on behavioral intention (their
focus was privacy concerns). They did not include another internal
factor; rather, they focused on external factors, namely, government
intervention and industry regulation. Thus, there is still a gap in the
literature to fully understand the effectiveness of FIPs in various con-
texts.

In short, existing studies have not investigated the effect of all FIPs
dimensions on consumers’ privacy-related decisions within the mobile
apps context. Mobile apps or mobile platforms in general differ from
fixed platforms, because the former are characterized by portability,
mobility, and permanent availability features [34]. Hence, these plat-
forms can be used anywhere and at any time. In contrast, fixed plat-
forms are usually used in predetermined environments, such as in an
office or at home [35]. In addition, mobile apps run on mobile devices
(e.g., mobile phones), which are regarded as personal and individual
items because users always carry them and rarely share them with
others [36]. However, fixed platforms can be used by many people,
such as family members and office workers [37]. Furthermore, the lo-
cation-awareness features of mobile Internet can be used to determine
users’ physical locations [38], unlike fixed Internet, which does not
expose where consumers are located. To better support these differ-
ences, we developed an additional survey to determine user perceptions
about which device (fixed or mobile) is storing more of their personal
information. First, an extensive list of items (pieces of data) was de-
veloped based on the General Data Protection Regulation (GDPR) and
prior research [39–41]. These items were reviewed by three researchers
to assess the clarity and appropriateness of the questions. Finally, we
gathered 150 responses through Mechanical Turk, which is the same
platform we used to collect data to assess our research model, as it is
discussed in the Methodology section. Appendix B shows the source of
each of the questions of this survey, while Fig. 1 shows clearly that user
perception of the amount of personal information stored by mobile
devices is far larger than the amount of data collected by fixed plat-
forms. In fact, according to Ghose [40], smartphones are storing in-
formation about who we are, where we are from, where we go, where

we have been, our location, what we need, what we have bought, and
what our interests are. In addition, the IT Security Survey 2019 re-
vealed that though most of the fixed computers have an installed an-
tivirus, there are about 37.8 % of mobile phones without any antivirus
solution [42]. These features of mobile platforms (an active collection
of personal information and lack of antivirus programs) may raise
greater user perception of risks compared to fixed platforms, and thus
additional analysis is required. We argue that the effect of FIPs still
remains an accepted “black box” because it “assumes the status of a
taken-for-granted truth where its label replaces its contents” [16].

As well as FIPs, we argue that companies could also intervene by
adjusting their data collection methods. Data collection activities have
raised concerns about data control and the associated potential risks
[23,43,44]. Aggressive data collection may give the impression of
privacy invasion and affect consumers’ decision to use an app. For ex-
ample, quitters of Facebook are motivated by privacy concerns when
they commit “virtual identity suicide” [45]. They are worried about
Facebook making their location available, which may reveal patterns of
their day-to-day activities and place them at risk [46]. At the same time,
they feel they are losing control over personal data because their friends
may post information about them without restrictions [47]. Prior re-
search on data collection methods has focused on theoretical discus-
sions [48], their effect on the use of u-commerce [49], and perceptions
of personalization [50,51]. However, the interaction of these methods
with FIPs remains unexplored. Our study will provide empirical evi-
dence to explain the role of data collection methods in creating con-
sumers’ willingness to participate in privacy-related behaviors when
using mobile apps and their interaction with FIPs.

In summary, our study fills previously discussed research gaps by
adding a theoretical explanation on the effect of FIPs on user privacy-
related decisions. Specifically, we use an experimental design to sup-
port causality and include all dimensions of FIPs, and the interaction of
FIPs with other important internal factors, such as data collection
methods, to understand the power of this intervention on user privacy-
related decisions. In addition, we focus on the mobile context that has
not yet been fully studied.

The rest of the paper is organized as follows. The next section
provides the literature review and develops the hypotheses. The sub-
sequent two sections detail the research methodology and show the
results of the study. We then present the discussion and implications as
well as the limitations and future research. Finally, we provide a con-
clusion for the paper.

2. Literature review and hypothesis development

2.1. Fair information practices (FIPs) and other recent privacy policy
developments

FIPs is a “set of internationally recognized practices for addressing
the privacy of information about individuals” [52]. FIPs were originally
proposed in a 1973 report of the US Secretary’s Advisory Committee on
Automated Personal Data Systems published in response to incense-
ment at automated data collection of individuals’ personal information.
They were set out in their most effective form in 1980 by the Organi-
zation for Economic Co-operation and Development [52]. In the 1990s,
the Federal Trade Commission issued amended FIP guidelines in re-
sponse to the increasing use and processing of personal information by
governments and companies in the US. FIPs establish that all companies
collecting personal information should comply with four widely ac-
cepted FIP principles: notice, access, choice, and security [27,44]. No-
tice informs consumers that their personal data are being collected prior
to data collection; access allows consumers to access and check the
accuracy of their data and correct any errors; choice lets consumers
decide, which elements of their personal data may be used; and security
provides adequate means to keep consumers’ personal data secure [44].
A fifth principle on enforcement was added in 2010 [53]. However,
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FIPs still have limited law enforcement and restriction. In general, or-
ganizations can use FIPs to set their own internal privacy policy.

Today, FIPs have become the foundation of privacy policy in many
countries [12,16]. They first served as the foundation that influenced
the European Union (EU) to set their own first privacy regulation in the
1980s [53]. In May 2018, the EU took its privacy policy effort further
by enacting the (GDPR) to ensure proper collection, storage, and use of
personal information [54]. As one of the strictest personal data pro-
tection laws in the world so far, the GDPR gives clear guidelines to data
collectors on the specific rights of data subjects [55]. The GDPR is
applicable to both EU and non-EU based organizations that handle the
data of EU citizens. The GDPR has four major impacts. First, the rights
of EU citizens are enhanced. Data collectors must inform EU citizens
about personal data collection, provide them with access, rectify, and
erase this data upon their request. Citizens can also object to the sec-
ondary use of their personal data. Even big data analytics will likely
require explicit consent from the data subjects. Data collectors must
also obtain specific consent when they resell and reuse (even in the case
of automatic decision-making) personal data [55]. Second, the GDPR
redefines and broadens the scope of “Personal Data” to include all di-
rect and indirect identifiers, behavioral, derived and self-identified
data, biometrics, and genetic data, and cookies in the computer [56].
However, the GDPR allows special exemptions to governments and

research institutes for special data collection and usage of data without
complying with the detailed principles in the regulation. For instance,
governments may collect personal information of those who might be
connected to terrorist organizations without notice or choice [54,55].
Third, the GDPR strongly influences the organizational data processing
task and its governance. Both domestic and foreign organizations that
are handling the personal data of EU citizens must provide stringent
data security and a 72-h data breach notification. Organizations that
collect and use data have to make sure that process responsibility ap-
plies to both data controllers and data processors [56]. Moreover, the
data controllers are legally bound to validate data processors’ com-
pliance, and chief data protection officers in the company will take
responsibility for specific cases involving severe violation of the GDPR
[56]. Fourth, the GDPR will charge high amounts of penalty for non-
compliance. For instance, if an organization does not comply with the
GDPR, the EU Data Privacy Authority will charge up to 4% of the
company’s annual revenue or 20 million euro [56].

While initial FIPs movement influenced the EU’s regulation, it seems
now that the EU’s new GDPR strongly affects privacy law in the US,
particularly at the individual state level [57]. In the US, two states have
enacted personal data protection acts; the first is Vermont and the
second is California. In May 2018, Vermont passed the first law on data
brokerage, which covers all issues related to selling personal data. The

Fig. 1. Which device stores more information about you?.
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data brokers in the US collect large amount of personal information,
such as marital status, debts, browsing histories, housing status, his-
tories of online purchases, and education credentials. This information
is sensitive to many data owners; at the same time, it is valuable to
marketing companies.

Prior to March 2018, all 50 US states enacted data breach notifi-
cation laws that require companies to notify the data subjects, if their
personal information is compromised [57]. In addition, individual
states have also passed various state-level acts to expand the definition
of personal information, and specifically mandate that the data col-
lectors or data brokers implement certain information security re-
quirements on their own [57]. For example, on June 28, 2018, Cali-
fornia passed the “California Consumer Privacy Act (CCPA) of 2018.″
Similarly, on June 2, 2018, Oregon amended its data breach notifica-
tion law [57]; on April 11, 2018, Arizona amended its Data Breach
Notification Law [57]; on September 1, 2018, Colorado passed the
Consumer Data Protection Law [57]; on July 19, 2018, Nebraska passed
the Nebraska Data Privacy and Security Law; and on July 1, 2018,
South Dakota enacted the Data Breach Notification Law [57].

Among all the states, California has the most comprehensive mea-
sures to protect users’ privacy [57,58]. Its Consumer Privacy Act of
2018 permits consumers to know what type of information any orga-
nization has stored about them. At the same time, consumers can ask
any organization to remove their personal information. California is
also the only state that has protected consumers’ cloud data, emails,
text messages, metadata, and other information [59].

Many US states have also started to study the EU’s GDPR and
California’s CCPA to enhance their current policy [60]. For example,
New York city and New York state government will set their privacy
law in the near future [60]. Based on the National Conference of State
Legislatures, currently at least 35 states have introduced or have con-
sidered having new or amended privacy and security laws in 2018 [60].
Previously, the US had less restriction on using consumer data for
business purposes [55,57]. However, because of the strong influence
from the EU’s GDPR, and the strong economic connection among global
companies, the US has begun to change its privacy law starting at the
individual state level.

After the EU enacted the GDPR, many countries have also devised
their own privacy policy. For example, in July 2018, Brazil passed the
personal data protection act [61]. In August 2018, India and Australia
introduced the first draft of a data protection act [62,63], and the
United Kingdom introduced the new data protection act to plan for
personal data protection after Brexit in March 2019 [64].

With the development of privacy policy laws and regulations in the
US and other countries, all companies have to carefully handle con-
sumers’ personal information regardless of their location. Essentially,
they must comply with the core principles of FIPs that are the foun-
dation of all later privacy policies.

2.2. Control-risk framework

Our research is grounded in the control-risk literature – “the most
useful framework for analyzing contemporary consumer privacy con-
cerns” [12] – that incorporates the interplay between risk and control to
explain behavior. It posits that perceptual control positively affects risk-
taking behavior and negatively affects risk perception [43,65]. Per-
ceptual control leads to optimistic bias about the outcome of a behavior
[for a review, see 66]. As individuals are motivated to minimize ne-
gative outcomes [67], they will weigh the control they possess and the
risks they face prior to taking any action. Those who feel in control,
tend to have more positive expectation about the outcome, assess the
risks as less serious, and take risks compared to individuals who feel a
lack of control [33,66,68,69]. Essentially, perceptual control affects
risk-taking behavior both directly and indirectly through risk percep-
tion (Fig. 2). This control-risk relationship is consistent with the pro-
positions in the Theory of Reasoned Action and the Theory of Planned

Behavior (TPB) [70], which posit that behavioral beliefs affect one’s
intention and actual behavior.

The control-risk, privacy and security literatures suggest that in-
tervention can be used as an action or strategy to reduce risk or induce
control as well as to address other concerns happening in a specific
situation [71–73]. Midgley [15] defined intervention as a “purposeful
action by a human agent to create change.” Interventions have been
used in prior risk-related studies in various domains, such as the
medical/health education, disaster management, and security man-
agement fields [15,71–75]. Interventions have no fixed methods or
techniques to reduce risk and induce control. It is a situational- and
contextual-focused action related to risk observation [15,76]. In the
Information Systems field, security and privacy literatures have used
interventions to cope with computer system risks [71–73]. Therefore,
we added intervention as an antecedent of the control-risk framework.

2.3. Privacy interventions

We tested two privacy interventions (FIPs and the data collection
method) that are important to the mobile apps context. FIPs were in-
itiated by the government and expected to be enforced by companies.
Previous research has used survey methods to examine the effect of
FIPs. For example, Culnan and Armstrong [14] suggested that FIPs are
strong antecedents of trust in the information privacy context. Chang
et al. [77] surveyed 363 online banking users and found that 4 elements
of FIPs (access, notice, security, and enforcement) have significant
impact on perceived effectiveness of privacy policy. Wu et al. [78] also
used FIPs to examine the intervention effect on privacy concern and
trust in the e-commerce context.

As for the data collection methods, previous research [26,79,80]
contended that the practices of automatic data access and transmission
employed by mobile apps and devices were aggressive, and thus likely
to raise privacy concerns among users. Automatic data transmission
communicates users’ confidential information, such as real-time loca-
tion, personal identity, and daily behavior [7]. It would be interesting
to see how the enforcement of FIPs or the presence of automatic data
collection (AUTO) methods and the lack thereof affects users’ behavior.

2.4. Fair information practices (FIPs)

The first intervention we used is FIPs. The goal of these principles is
to give consumers control over the disclosure and use of their personal
data [14]. When an interaction is ruled by impersonal relationships
[12], and when individuals lack full understanding about the technol-
ogies used for collecting and using their data [49] as in the use of
mobile apps, establishing a fair social contract can instill willingness to
disclose personal information for a second exchange transaction [81].
We argued that FIPs can serve as a useful strategy to create such a fair
social contract when consumers use mobile apps, thus giving them the
perception of control over their data. The access principle, for example,
gives consumers control over the quality and accuracy of their data.
Having data integrity raises one’s perception of control [22,82]. The
choice principle allows consumers to opt in or opt out of a mobile app
service, which again places control in the hands of the customers [18].

While access and choice give self-control over personal data, the
principles of notice and security underscore the concept of proxy con-
trol. Bandura [83] postulated that individuals’ perceptions of proxy
control may increase their overall perceptual control. In commercial
transactions, not only are companies data holders, they are also agents
of proxy control to protect consumers’ personal data. As FIPs establish
the rules of data usage [19], consumers may be motivated to exert
control through the guidelines and feel empowered knowing compa-
nies’ plans of data collection and use [26,84]. More importantly, con-
sumers have to rely on companies to implement technologies (e.g.,
privacy-enhancement technologies) to secure their personal data
[6,73].
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FIPs can also influence consumers’ perceived information risks
(PIR). The primary purpose of FIPs is to give assurance of security and
the proper use of personal information [14]. By informing consumers
about their data-handling processes, companies inspire higher percep-
tion of procedural fairness and confidence that they will comply with
FIPs [25,77]. This will reduce the perception of information risks. In a
study of online banking, Chang, Wong, Libaque-Saenz and Lee [77]
found that privacy policy negatively influences PIR. On the basis of the
arguments presented above, we hypothesized that the presence of FIPs
has a direct positive effect on consumers’ perceived data control (PDC)
and a direct negative effect on consumers’ PIR.

Hypothesis 1: Consumers who are explicitly informed that FIPs will
be employed in their use of a mobile app will have higher PDC, as
compared to consumers who are not explicitly informed about it.

Hypothesis 2: Consumers who are explicitly informed that FIPs will
be employed in their use of a mobile app will have lower PIR as com-
pared to consumers who are not explicitly informed about it.

2.5. Data collection method

The second intervention that we are using is the data collection
method. Technologies enable the identification of consumer pre-
ferences and their locations, to provide personalized offers and services
[49]. However, aggressive data collection practices that involve auto-
matic access to consumers’ whereabouts, their identity, and daily be-
haviors [7] are clearly intrusive and have raised concerns on compa-
nies’ surveillance practices. Nonetheless, companies such as Google and
Apple have used apps to collect user location information, to build
massive databases for commercial purposes without the consent of
device owners [79].

We used the line between customization and personalization [48] to
classify the data collection method into nonautomatic (i.e., non-
aggressive) and automatic (aggressive) collection. In customization,
users must explicitly specify their preferences by selecting the option
that best matches their interests (e.g., by entering a zip code to receive
local news), whereas personalization employs techniques that auto-
matically collect data and draw user behavioral patterns [48]. Conse-
quently, the concept of customization is used to represent non-AUTO
methods, while personalization represents AUTO methods. AUTO sub-
jects consumers to continuous surveillance and tracking to gather huge
amount of personal information [7]. This process heightens perceived
risks associated with intrusion and privacy violations, and lowers per-
ceived control over personal data [13,26]. Furthermore, to consumers’
dismay, AUTO and the associated data analysis techniques employed to
automatically draw user behavioral patterns may not always match
their needs [48], which again accentuates the lack of control they have
over their data. In comparison, nonAUTO places the decision to specify

preferences in the hands of the consumers [48], thus giving the im-
pression of lesser risk and higher level of PDC. Accordingly, we pro-
posed:

Hypothesis 3: The AUTO method leads to lower PDC compared to
the non-AUTO method.

Hypothesis 4: The AUTO method leads to higher PIR compared to
the non-AUTO method.

2.6. Perceived data control, perceived risks, and behavioral intention

“Control” lies at the core of information privacy, [26,65] as in-
dividuals want to “determine for themselves when, how, and to what
extent information about them is communicated to others [and is being
used]” [85, p. 7]. The ease with which digital data are duplicated,
disseminated, and used raises the perception of loss of control over
personal information [14,86]. There are two types of control: self-
control, exerted by the individual; and proxy control, exerted by pow-
erful others, which is used to gain control in situations where the in-
dividual lacks power to achieve desired outcomes [26,87].

Privacy literature has operationalized control through PDC, which is
defined as consumers’ perception of their ability to manage the col-
lection and use of their personal information [25,85]. For mobile app
users, the perception of data control is especially salient because many
mobile apps can automatically track user location and collect user in-
formation [79,88]. Some even require access to certain information
such as photo gallery before the users can use the application. These
requirements suggest users may have lower control over their personal
data, if they choose to use the mobile apps. As consumers lose control
over their data, they are likely to perceive higher level of risks because
they are worried about potential privacy violations and data leaks
[13,43]. Therefore, the higher the level of PDC, the lower the PIR
[89,90]. In fact, to gain data control and reduce risks, many users
welcome self-protecting options, such as the use of opt-out options or
the refusal of information sharing with third parties, to build bound-
aries in the use of their personal data [91,92]. Thus, we proposed,

Hypothesis 5: PDC negatively affects PIR.
PDC also has a positive effect on behavioral intention [33]. We

defined behavioral intention as consumers’ willingness to adopt mobile
apps. The success of a mobile app depends solely on user adoption and
continued use of the app [8,9]. The more users adopt an app, the higher
is its success rate. When consumers feel they are in control of their data
and perceive others as having limited access to their private informa-
tion [13,43], they are more likely to use the mobile apps.

Hypothesis 6: PDC positively affects intention.
PIR is defined as “the expectation of losses associated with the

disclosure of personal information” [25]. The features of mobile apps
raise users’ perceptions of information risks. For example, Google and

Fig. 2. Control risk framework.
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Apple apps were accused of regularly transmitting users’ locations back
to the respective companies [79]. Security breaches may also place user
information at risk if misappropriated. A good example is the case of KT
in South Korea, where the personal information of 12 million customers
was stolen after its website was compromised by hackers [93].

Prior studies show that perceived risk is an important antecedent to
intention. For example, Janssen and Helbig [94] conducted a study on
intention to purchase from B2C e-commerce online stores, and found
that risk beliefs have both a direct and an indirect significant effect on
purchase intention. In studying intentions to use online banking, Lee
[95] found that different types of risks, such as performance, social,
time, financial, and security risks, significantly affect behavioral in-
tention. Additionally, both Li, Sarathy and Xu [31] and Malhotra, Kim
and Agarwal [65] conducted research on the intention to disclose
personal information through the Internet, and found support for a
significant effect of risk perceptions on behavioral intention. Pavlou
[96] and Van Slyke, Shim, Johnson and Jiang [97] studied the ante-
cedents to intention to transact on the Internet. Both studies found that
risk belief has a significant effect on privacy-related behavioral inten-
tion. Therefore, we hypothesized,

Hypothesis 7: PIR negatively affect intention.

2.7. Moderation effect of interventions

We investigate the moderation effect of the two intervention
methods, FIPs, and AUTO methods, on consumers’ perception of data
control and information risks. FIPs and AUTO methods have opposite
characteristics and serve different purposes. On the one hand, FIPs were
developed to monitor how companies handle consumers’ personal data
to protect consumer privacy [52]. On the other hand, AUTO methods
are adopted by companies to collect and maximize the utility of con-
sumer data [25]. Specifically, these methods are designed to collect
sensitive information that gives companies more detailed information
and knowledge about consumer behavior, and their consumption pat-
terns. Therefore, while FIPs aim to strengthen consumer information
privacy, AUTO methods may infringe it.

Erdogan [98] postulated that fairness perception may be influenced
by contextual factors. In our research, the data collection variable dif-
ferentiates two contexts: one with the AUTO method that may be per-
ceived as more intrusive, and one with the non-AUTO method, which
may be seen as less intrusive. Therefore, we hypothesize an interaction
effect between FIPs and data collection methods on PDC and PIR. FIPs
are supposed to provide consumers with control over the collection of
their personal information and lower the risks of sharing their in-
formation. We argue that non-AUTO scenarios will further accentuate
these effects because consumers consciously enter their information.
Indeed, consumers must select the products and services that best
match their interests, and to obtain discounts they have to enter their
location as well [13,48]. It means that in these scenarios consumers
can, to a certain extent, predefine what personal information is col-
lected by companies, providing them with control over data collection,
and reducing the risks associated with sensitive information that con-
sumers may not want to share with companies. In contrast, in AUTO
scenarios, consumers’ expectation toward their data control and in-
formation risks are low because consumers already agreed to compa-
nies’ AUTO in exchange for personalized services [48,74]. Vaidya-
nathan and Aggarwal [99] postulated that controllability may affect
individuals’ perception of fairness. It is, thus, expected that fairness
perception in AUTO scenarios will be lower than that in non-AUTO
scenarios, because in the former scenarios consumer controllability of
data collection is lower than in the latter. This situation may further
increase consumer perceptions of risks, because companies may be
gathering information that consumers may not want to be tracked. In
other words, while the presence of FIPs will also increase PDC and
decrease PIR in AUTO scenarios, the effect will not be as high as in non-
AUTO scenarios. Comparatively, the difference in PDC and PIR between

the presence and the absence of FIPs is greater in the non-AUTO context
than in the AUTO context.

Hypothesis 8: The difference between consumers’ PDC when they
are explicitly told that FIPs will be employed for collecting and using
their personal data, and when they are not explicitly told about FIPs is
greater in non-AUTO than in AUTO scenarios.

Hypothesis 9: The difference between consumers’ PIR when they are
explicitly told that FIPs will be employed for collecting and using their
personal data, and when they are not explicitly told about FIPs is
greater in non-AUTO than in AUTO scenarios.

Research on procedural justice suggests that perceptions of aggres-
siveness may be reduced by procedural fairness [100]. Accordingly, in
the presence of FIPs, the effects of AUTO methods are expected to be
lower than in scenarios without FIPs. Although AUTO methods are
expected to reduce consumer perception of control, the presence of FIPs
may weaken this perception by providing consumers with knowledge
about how their data will be treated (i.e., procedural fairness). Indeed,
this knowledge provides consumers with the opportunity to exert
control if companies do not comply with FIPs principles. Likewise, it is
expected that AUTO methods have a positive effect on perceptual risk.
However, considering that FIPs aim to assure security and the proper
use of personal information [14], the presence of FIPs may reduce this
effect by increasing consumer perception that companies will use ap-
propriate mechanisms to protect their information and avoid misusing
it. We hypothesize:

Hypothesis 10: The difference between consumers’ PDC when AUTO
methods are used and when non-AUTO methods are used, is greater in
scenarios without FIPs than in scenarios with the presence of FIPs.

Hypothesis 11: The difference between consumers’ PIR when AUTO
methods are used and when non-AUTO methods are used, is greater in
scenarios without FIPs than in scenarios with the presence of FIPs.

2.8. Mediation effect

The research model implies that the effect of privacy interventions
on behavioral intention is fully mediated by behavioral beliefs. We
tested these mediations.

Fig. 3 shows our research model.

3. Research methodology

We adopted an experimental design for this research. The presence
or absence of FIPs and the data collection method were manipulated
using a 2 (FIPs versus NO-FIPs) X 2 (AUTO versus non-AUTO) between-
subject factorial design (Fig. 4). We used a scenario-based methodology
because scenarios are descriptions of possible future situations and the
methodology supports causality [101]. Prior research based on ex-
perimental design have used this methodology to manipulate similar
interventions in similar situations [26,49]. We created four scenarios
(Appendix C) that corresponded to each of the manipulations.

The scenario describes a mobile app called “E-Discounts” that pro-
vides paperless promotion and discount information on products and
services, such as books, cosmetics, restaurants, and cinemas. This app
can store records of the discounts and promotions used. Considering
that each coupon has a unique code and refers to a specific product or
service, the app may create a list of past shopping records associated
with a user.

As for FIPs intervention, it was operationalized by explicitly telling
the subjects that the app has a set of “privacy clauses” that allows them
to: 1) give or withhold their consent for the collection and use of their
personal data; 2) access their past shopping records and correct them in
the event of any mistake; 3) revise the app’s practices in the use of their
personal information; and 4) use data encryption to keep personal in-
formation safe from security breaches. This clause corresponds to the
four dimensions of FIPs. In the case of NO-FIPs, information on the
privacy clause was removed from the description of the scenario.
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In the case of data collection methods, this app is a location-based
service (LBS), and thus, it needs to know user location to provide dis-
counts and promotions. Also, an LBS needs to be personalized to match
user preferences about products and services. We built two options for
the way this app could know both user location and preferences. In the
first option, we explained to the respondents that this app will be
connected to the database of their mobile telephone service provider,
and therefore, is capable of automatically tracking their location even
when they are not using the app. In addition, the app will be able to
track user’ search habits in the app itself as well as in other platforms,
such as Google, Amazon, and eBay, to automatically suggest coupons
based on their location and preferences. This option was labeled as
AUTO (aggressive).

As for the second option, the respondents were informed that the
app has no capability to automatically track user location or user search
habits. Instead, users will be asked to provide a “preference list” of the

products and services that best match their interests as well as entering
the zip code of the area where they are located, to access information
on promotions and discounts. Accordingly, this second option was la-
beled as non-AUTO (nonaggressive).

3.1. Subject and procedures

We used Amazon Mechanical Turk1 to collect data from consumers
in the USA. We asked potential respondents to assist a company in
evaluating an app that would soon be launched on the market. They
were informed that their participation was voluntary and their answers
would remain anonymous. We followed three methods used in the lit-
erature [102] to detect careless responses: 1) two attention check items
that have only one correct response embedded in the question (Ap-
pendix D), 2) reverse-coded items (Appendix D), and 3) a statement
informing the participants that a statistical method is in place to detect
random responses.

For each valid and completed response, we gave a monetary in-
centive of US$1.40. Such compensation is comparable to payments for
similar tasks on this website. In addition, to ensure that the scenarios
were randomly displayed to the respondents, we built four ques-
tionnaires in Google Drive representing each of the four scenarios (each
questionnaire with its own url2). We used a php3 file that generated a
random number from 1 to 4 and associated this number (1–4) to the url
of a specific questionnaire. Then, we uploaded this file to a website
hosted on the Internet. When a respondent accessed the website, the
php file was executed generating a random number that redirected the
respondent to the url of the associated scenario.

After excluding careless responses, a total of 258 valid responses
were used for analysis (66, 65, 61, and 66 for scenarios I, II, II, and IV,
respectively). There was no significant difference among the number of
participants in the four scenarios (X21 = 0.143, p=0.706). Table 1

Fig. 3. Research model.

Fig. 4. Experimental design.
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presents the demographics of the subjects. More than 70 % of the
participants are less than 40 years old, representing a younger gen-
eration that is more likely to adopt new technology and services [103].
This is evident from their fairly extensive experience in using the In-
ternet, mobile devices, e-commerce, and m-commerce.

The experimental procedures consisted of two phases. In the first
phase, each subject was asked to read the scenario they were presented
with. In the second phase, the subjects were asked to complete a
questionnaire that measured their PDC, perceived risks, and intention
to subscribe to the service provided by the company (i.e., the regis-
tration stage). Data control, for instance, could be assessed both at the
time of initial registration and subsequent use of the app. Even though
data control assessment may be most important at the usage stage,
individuals tend to focus on the most proximate level of control they
have, that is, the registration stage [33]. Accordingly, Brandimarte,
Acquisti, and Loewenstein [33] claimed that people who feel in control
at the registration stage, may underestimate the level of risk that arises
from the actual use of the data. Therefore, we focused on the regis-
tration stage to shed light on the effect of FIPs.

Finally, each subject was also asked to provide demographic in-
formation and answer questions related to manipulation check, atten-
tion check, control variables, and marker variable. We conducted two
pilot tests to refine treatment scenarios and to validate the measures.

3.2. Measurement items

All measurement items were adapted from the literature to fit our
research. Hair, Ringle, and Sarstedt [104] postulated that “one should

not use dummy (i.e., categorical and dichotomous) variables in re-
flective measurement models.” They suggest the use of formative
models when using categorical variables because this type of modeling
“requires an interpretation similar to that of regression analyses with
dummy variables” [104]. Therefore, the FIPs and data collection vari-
ables that were dichotomous were modeled using formative measures.
All other constructs were modeled as reflective measures. Appendix D
shows the measurement items, while Table 2 shows the sources of the
measurement items.

3.3. Control variables

Control variables are mainly used to explain factors other than the
core theoretical constructs used in the study, which could help to ex-
plain the variance in the main constructs or dependent variables [107].
In this study, we collected data on personal characteristics and situa-
tional clues and used them as control variables (Appendix D). Age,
gender, and education have been included as covariates in prior privacy
studies [26]. Income was added because wealthier consumers may have
more to lose financially, if privacy violations occur [29]. As for situa-
tional clues, we included privacy concerns, disposition to trust, desire
for control, value for personalization, and previous experience with
privacy invasion [29,41,43,106,108]. Many studies have examined
these situational clues, and found that they exerted various effects on
control, risk, and intention. In this study, we controlled these situa-
tional clues to minimize covariate effects from them.

4. Results

4.1. Manipulation and control checks

We took several steps to verify the salience of our manipulations.
First, the conditions on the existence or absence of FIPs, and the use of
automatic and non-AUTO were checked using yes/no questions to
confirm that the respondents understood the scenarios (Appendix D).
Second, the manipulation check for FIPs asked whether the respondents
believed their personal information would be used fairly (1=com-
pletely false; 7=completely true) (Appendix D). The t-test result shows
the participants in the FIPs group perceived that their personal data
would be used more fairly than the participants in the NO-FIPs group
(mean difference=2.261, S.D.= 0.193, t= 11.724, and p= 0.000).

In addition, chi-square tests were conducted to examine the demo-
graphic differences among the treatments. The results show there were
no significant differences among the treatments in age (Fisher’s exact p-
value= 0.660), gender (X23= 5.780, p=0.123), education (Fisher’s
exact p-value=0.919), income (Fisher’s exact p-value=0.657),
Internet experience (Fisher’s exact p-value= 0.706), e-commerce ex-
perience (Fisher’s exact p-value=0.391), mobile device experience
(Fisher’s exact p-value=0.526), and m-commerce experience
(X29= 5.746, p= 0.765).

We also tested the differences in the control variables. The ANOVA

Table 1
Demographics.

Participants (N=258) Frequency Percent

Gender Female 107 41.47
Male 151 58.53

Age 20-30 years 86 33.33
31-40 years 100 38.76
41-50 years 43 16.67
51 and over 29 11.24

Education Incomplete school studies 3 1.16
High school graduate 40 15.50
Some college, no degree 85 32.95
Bachelor or professional
degree

112 43.41

Master’s degree 16 6.20
Doctorate degree 2 0.78

Income US$ 19,999 or below 60 23.26
US$ 20,000 - US$ 29,999 46 17.83
US$ 30,000 - US$ 39,999 42 16.28
US$ 40,000 - US$ 49,999 35 13.57
US$ 50,000 - US$ 59,999 23 8.91
US$ 60,000 - US$ 69,999 24 9.30
US$ 70,000 - US$ 79,999 9 3.49
US$ 80,000 - US$ 89,999 3 1.16
US$ 90,000 or above 16 6.20

Internet experience 3 years - Less than 6 years 1 0.39
6 years - Less than 9 years 16 6.20
9 years - Less than 12 years 26 10.08
12 years - Less than 15 years 57 22.09
15 years or more 158 61.24

e-Commerce experience Less than 12 months 22 8.53
12 months - 24 months 16 6.20
24 months - 36 months 8 3.10
More than 3 years 212 82.17

Mobile device experience Less than 12 months 13 5.04
12 months - 24 months 11 4.26
24 months - 36 months 18 6.98
More than 3 years 216 83.72

m-Commerce experience Less than 12 months 65 25.19
12 months - 24 months 46 17.83
24 months - 36 months 53 20.54
More than 3 years 94 36.43

Table 2
Measurement Items.

Construct Items Scale Likert Adapted from

Behavioral Intention (INT) 3 bipolar 7-point Sheng et al. [49]
Perceived data control (PDC) 5 unipolar 5-point Xu, Teo, et al. [26]
Perceived information risks

(PIR)
4 bipolar 7-point Xu et al. [25]

Privacy concerns (CON) 3 bipolar 5-point Joinson et al. [105]
Desire for control (DC) 2 bipolar 7-point Xu, Teo, et al. [26]
Disposition to trust (DT) 3 bipolar 7-point Xu, Teo, et al. [26]
Previous experience (EXP) 1 unipolar 5-point Xu, Teo, et al. [26]
Value for personalization

(VAL)
1 bipolar 7-point Chellappa and Sin

[106]
Marker variable (MV) 2 bipolar 7-point Xu, Teo, et al. [26]
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tests show that there were no significant differences between treat-
ments in previous experience (F3,254= 0.421, p= 0.738) and privacy
concerns (F3,254= 1.171, p=0.321). Welch ANOVA tests also show
that the four treatments did not differ significantly in the value of
personalization (F3,139.376= 2.014, p=0.115) and disposition to trust
(F3,140.660= 2.231, p=0.087). Desire for control was severely non-
normal with a kurtosis value greater than +3, so a nonparametric
Kruskal-Wallis test was performed. The result shows that there were no
significant differences between the four treatments (X23= 5.057,
p=0.168). Overall, all the tests confirmed that our manipulations were
successful.

4.2. PLS analysis

We used SmartPLS 3.0 software [109] to validate the measurement
model, and to evaluate the hypothesized path in the research model.
Partial Least Square (PLS) is a powerful second-generation multivariate
technique that employs a component-based approach to produce the
estimates [110]. It assesses both the measurement and structural
models simultaneously in an optimal fashion, while placing minimum
restrictions on measurement scales, sample size, and residual distribu-
tions [110,111]. More importantly, PLS is robust in theory testing and
in managing complex models [110]. We specifically chose PLS because
of the exploratory nature of our study, which is in the early stage of
theory development, and the use of formative items to measure FIPs
and AUTO (dichotomous variables) [104].

4.3. Tests for multicollinearity and common method Bias

To check for potential multicollinearity, we analyzed the variance
inflation factor (VIF). A VIF value less than or equal to 5 suggests the
absence of multicollinearity [112]. We regressed behavioral intention
on all other variables. The highest VIF value was 3.585 for PIR, in-
dicating that our model does not present the evidence of multi-
collinearity.

Furthermore, we assessed the threat of common method bias (CMB)
using the marker variable approach suggested by Lindell and Whitney
[113]Lindell and Whitney [81] and Harman’s single-factor [114]. For
the marker variable approach, we used fashion leadership as the marker
variable to compute the CMB-adjusted correlated matrix [115]. The
result shows that the correlation coefficients between the marker
variable and the theoretical constructs were close to zero (r= 0.057,
n.s. for perceived fairness; r= 0.007, n.s. for PIR; r= 0.031, n.s. for
PDC; and r= 0.046, n.s. for behavioral intention), which indicates that
CMB was unlikely to be a significant issue. For Harman’s test, we en-
tered all measurement items into a single exploratory factor analysis in
SPSS and analyzed the unrotated solution. The results show that the
first extracted factor accounted for 36 % of the variance in the data,
which was much lower than the threshold of 50 %. This result again
suggests that CMB was not a significant issue.

4.4. Measurement model assessment

To validate the measurement model, we first examined item relia-
bility and convergent validity using Cronbach’s alpha, composite re-
liability, and average variance extracted (AVE). Table 3 shows that the
values for composite reliability and Cronbach’s alpha were above the
recommended 0.7 level [116], and the AVEs were above 0.5 for all
constructs [117]. Also, Appendix E shows that the factor loadings ex-
ceeded 0.7, suggesting that the variance shared between an item and its
construct was greater than error variance [111].

We then assessed the discriminant validity. From Table 4, the square
roots of all AVEs were much larger than the cross-correlations. Also,
each item loaded most strongly on its corresponding construct (Ap-
pendix E). As the cross-loadings derived from PLS will inevitably be
higher than those derived from exploratory factor analysis, Gefen and

Straub [118] suggested the cross-loading difference (i.e., the difference
between the loading of each item on its corresponding latent variable
and the loading of the item on every other variable) should be higher
than the recommended value of 0.1. Appendix E shows that all our
cross-loading differences met this requirement. In addition, we assessed
the heterotrait-monotrait ratio (HTMT). According to current literature,
HTMT values supporting discriminant validity should be lower than
0.85 if constructs are conceptually different, while the threshold is set
to 0.90 if the constructs are conceptually similar [119–121]. Table 5
shows that all HTMT values are under 0.85, except those for PDC and
PIR, which is 0.87. This value, though, is under 0.90 because these
variables are conceptually related. Together, these tests suggest that our
measurement model demonstrated adequate item reliability, con-
vergent reliability, and discriminant validity.

4.5. Structural model assessment

To assess the structural model, we analyzed the R2 values and the
path coefficients. Table 6 presents the results for three models. Model 1
is the full model including the control variables; Model 2 presents the
effect of our theoretical constructs, excluding the control variables; and
Model 3 shows the effect of the control variables only which served as
the baseline model to examine the impact of the theoretical constructs.

In Model 1, the presence of FIPs had a significant positive effect on
PDC (H1). However, FIPs intervention had no effect on PIR (H2). As for
AUTO, this intervention had a significant negative effect on PDC (H3),
and a significant positive effect on PIR (H4). Moreover, PDC had a
significant negative effect on PIR (H5), and a positive effect on beha-
vioral intention (H6). Finally, PIR had a significant negative effect on
behavioral intention (H7). It is important to notice from the results of
Model 2 that the significance of these paths is the same even when we
did not control the covariates.

We compared the R2 values between Model 1 and Model 3 to de-
termine the effect size of the theoretical model. Model 1 explained
52.51 % (61.41 %-8.90 %) more variance than Model 3 for PDC. The R2

differences were 57.98 % (73.78 %-15.80 %) for PIR and 56.37 %
(68.77 %-12.40 %) for behavioral intention. Cohen [122] was used to
calculate the effect size (f2) of the theoretical constructs.1 Effect size
with f2 values of 0.02, 0.15, and 0.35 are considered small, medium,
and large, respectively [122]. The inclusion of the theoretical con-
structs had an effect size of f2= 1.36 for PDC, f2= 2.21 for PIR, and
f2= 1.80 for behavioral intention, all far above the cut-off of 0.35 for a
large effect size.

We also compared the R2 values between Model 1 and Model 2 to
determine the effect size of the control variables. The differences in R2

were 5.61 % (61.41 %-55.80 %) with f2= 0.145 for PDC, 3.38 % (73.78
%-70.40 %) with f2= 0.129 for PIR, and 2.27 % (68.77 %-66.50 %)
with f2= 0.073 for behavioral intention. All effect sizes were close to
the cut-off of 0.15, suggesting moderate effects. In other words, our

Table 3
Internal consistency.

Construct AVE Composite
Reliability

Cronbach’s Alpha

Behavioral intention (INT) 0.975 0.991 0.987
Perceived data control (PDC) 0.860 0.969 0.959
Perceived information risks

(PIR)
0.886 0.969 0.957

Privacy concerns (CON) 0.730 0.890 0.816
Desire for control (DC) 0.876 0.934 0.868
Disposition to trust (DT) 0.911 0.968 0.951
Marker variable (MV) 0.934 0.966 0.930

1 Cohen’s formula to calculate effect size:
=f R R R( )/(1 )included excluded included

2 2 2 2
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theoretical constructs were substantive enough to explain a large pro-
portion of the variance in the proposed research model. The only hy-
pothesis that was not supported was the direct effect of FIPs on PIR
(H2).

Finally, we included Fig. 5 that graphically shows the results of the
full model compared with the results of the theoretical model to sum-
marize our findings.

4.6. Overall model fit assessment

To assess the overall goodness of fit of our research model, we used
the consistent PLS algorithm to examine the following parameters: the
standardized root mean squared residual (SRMR), the Normed Fit Index
(NFI), unweighted least squares discrepancy (dULS), and geodesic dis-
crepancy (dG), as suggested by Henseler, Hubona, and Ray [123]. In the
case of SRMR, values under 0.08 are considered a good fit [123]. In
terms of NFI, to support an adequate fit, this parameter should be
higher than 0.90 [123]. As for dULS and dG, these parameters should be
lower than the 95 % bootstrapped quantile [123]. Our research model
meets the above criteria as follows: SRMR=0.021 (< 0.08),
NFI= 0.956 (> 0.90), dULS= 0.046 (HI95 %=0.052), and
dG=0.256 (HI95 %=0.687). In other words, there is evidence that
there is a good fit between our proposed research model and the data.

4.7. Moderation test

First, we assessed the moderation effect of AUTO on the effect of
FIPs on PDC (H8), and the moderation effect of FIPs on the interaction
between AUTO and PDC (H10). The coefficient path of the interaction
term between FIPs and AUTO on PDC was significant (β=-0.10,
p < 0.05), supporting the existence of both moderation effects (H8 and
H10). In addition, the effect size of the interaction term was 0.023,

which was considered to be between small and medium effect ac-
cording to [122]. Table 7 shows the mean and standard deviation for
PDC across the four scenarios created by the interaction between FIPs
and AUTO.

Fig. 6 further confirms the presence of the interaction effect. FIPs

Table 4
Correlation among constructs.

Construct 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1. INT 0.987
2. PDC 0.775 0.927
3. PIR −0.786 −0.833 0.941
4. CON −0.218 −0.234 0.315 0.855
5. DC −0.069 −0.124 0.162 0.221 0.936
6. DT 0.202 0.121 −0.168 −0.190 0.029 0.954
7. EXP −0.123 −0.097 0.199 0.351 0.196 0.054 1.000
8. VAL 0.289 0.189 −0.244 −0.320 −0.019 0.238 −0.125 1.000
9. Age −0.015 −0.058 0.028 0.039 0.165 0.134 0.102 −0.078 1.000
10. Education −0.073 −0.093 0.131 0.118 0.002 0.054 0.186 −0.163 0.002 1.000
11. Gender −0.003 0.021 −0.041 −0.040 −0.165 −0.118 −0.017 0.001 −0.219 −0.043 1.000
12. Income 0.029 −0.056 0.019 −0.029 0.007 0.068 0.142 0.050 0.103 0.399 0.016 1.000
13. FIPs 0.504 0.695 −0.573 −0.043 0.031 −0.007 −0.007 0.067 −0.017 −0.033 −0.089 −0.034 1.000
14. AUTO −0.314 −0.256 0.312 0.081 0.113 −0.148 0.025 −0.025 0.033 0.007 −0.037 −0.054 0.024 1.000
15. FIPs x AUTO −0.133 −0.102 0.117 0.074 0.073 −0.067 0.066 −0.120 0.117 0.015 −0.115 −0.008 −0.001 0.001 1.000

INT= behavioral intention, PDC=perceived data control, PIR= perceived information risks, CON=privacy concerns, DC=desire for control, DT= disposition to
trust, EXP= previous experience, VAL=value for personalization, FIPs= fair information practices, AUTO=automatic data collection.
Numbers on the diagonal are the square root of AVE values.

Table 5
Heterotrait-monotrait ratio (HTMT).

Construct 1 2 3 4 5 6 7 8

1. INT —
2. PDC 0.795 —
3. PIR 0.809 0.868 —
4. CON 0.243 0.263 0.356 —
5. DC 0.067 0.127 0.169 0.265 —
6. DT 0.205 0.124 0.173 0.216 0.036 —
7. EXP 0.124 0.100 0.204 0.386 0.217 0.056 —
8. VAL 0.291 0.193 0.250 0.356 0.036 0.244 0.125 —

Table 6
Structural model results.

Effect 1. Full Model 2. Theoretical 3. Control

Perceived Data Control
Fair information practices 0.70*** 0.70***
Automatic data collection −0.24*** −0.27***
Privacy concerns −0.12* −0.17*
Desire for control −0.08* −0.09
Disposition to trust 0.06 0.08
Previous experience −0.01 0.01
Value for personalization 0.08 0.11
Age 0.00 −0.04
Education 0.06 −0.04
Gender −0.02 0.00
Income −0.05 −0.05
R2 61.41 55.80 8.90
Perceived Information Risks
Perceived data control −0.70*** −0.78***
Fair information practices −0.09 −0.03
Automatic data collection 0.11** 0.11**
Privacy concerns 0.07 0.19**
Desire for control 0.03 0.10
Disposition to trust −0.05 −0.12
Previous experience 0.09** 0.09
Value for personalization −0.05 −0.13*
Age −0.04 0.00
Education −0.03 0.08
Gender 0.04 −0.03
Income −0.04 0.00
R2 73.78 70.40 15.80
Behavioral Intention
Perceived data control 0.40*** 0.39***
Perceived information risks −0.44*** −0.46***
Privacy concerns 0.06 −0.09
Desire for control 0.04 −0.05
Disposition to trust 0.06 0.14*
Previous experience −0.03 −0.06
Value for personalization 0.11** 0.21**
Age 0.01 0.00
Education −0.01 −0.04
Gender 0.01 0.00
Income 0.05 0.03
R2 68.77 66.50 12.40

*p < 0.05, **p < 0.01, ***p < 0.001.
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triggered higher perceptions of data control in both AUTO (mean dif-
ference=1.33, p= 0.001) and non-AUTO (mean difference= 1.78,
p < 0.001). Also, the difference in PDC between FIPs and NO-FIPs was
greater in the non-AUTO context (1.78) than in the AUTO context
(1.33), which suggested that the automatic collection of personal data
triggers higher perception of loss of control. With FIPs, consumers’
perceptions of data control were significantly larger when their in-
formation was not collected automatically, than when it was collected
automatically (mean difference=0.83, p < 0.001). Even in the ab-
sence of FIPs, this difference remained significant (mean differ-
ence= 0.38, p < 0.05). Finally, the difference in PDC between the
automatic and non-AUTO contexts was greater when FIPs were used

(0.83) than in scenarios without FIPs (0.38), which suggested that
fairness in information practices weakens the negative effect of AUTO
practices. Overall, there was support for H8 and H10.

In the case of the moderation effect of AUTO on the effect of FIPs on
PIR (H9), and the moderation effect of the FIPs on the impact of AUTO
on PIR (H9), the coefficient path of the interaction term between the
FIPs and AUTO on PIR was found to be nonsignificant (β=0.038,
p=0.270). Therefore, these moderation effects (H9 and H11) were not
supported.

4.8. Mediation test

Considering that H2 was not supported, the above results suggest
that FIPs exert an indirect effect on PIR rather than a direct effect.
Accordingly, we conducted an additional test to assess the mediation
effect of PDC on the relationship between FIPs and PIR. We followed
the guidelines proposed by Zhao, Lynch Jr, and Chen [124] by setting
the software, in 5000 bootstrap samples, at the 95 % level of con-
fidence. Table 8 shows that the indirect effect of FIPs on PIR was sig-
nificant, while the direct effect remained nonsignificant. These results
support the existence of a full mediation.

In addition, our research model proposes that privacy interventions
influence consumer beliefs, which in turn impact on behavioral inten-
tion. In other words, consumer beliefs mediate the effect of interven-
tions on intention, which is consistent with the TPB [70]. To assess this

Fig. 5. SEM assessment.

Table 7
Means and standard deviations for PDC (FIPs and AUTO).

Between-Subjects Factors PDC

FIPs AUTO Number of
Participants

Mean Standard Deviation

Yes Yes 66 2.85 0.81
No 65 3.68 0.80

No Yes 61 1.52 0.60
No 66 1.90 0.70

PDC=perceived data control, FIPs= fair information practices,
AUTO=automatic data collection.

Fig. 6. Interaction effects.
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mediation effect, we included a direct path between FIPs and intention
and between AUTO and intention. Table 8 shows that direct effects of
FIPs and AUTO on intention were both nonsignificant, whereas the
indirect effects of these interventions on intention were significant,
supporting a mediation effect of consumer beliefs on the relationship
between the interventions and behavioral intention.

5. Discussion and implications

Our study has several key findings that contribute novelty to the
privacy literature. First, by finding the significant impact of FIPs and
data collection methods on PDC and perceived risks and in turn beha-
vioral intention, we show how the intervention strategies effectively
influence privacy intention. In developing and validating the sub-
stantive model, our study contributes new findings to the privacy lit-
erature, and reaffirms control risk as a useful framework to analyze
contemporary consumer privacy concerns. Furthermore, we extend
current understanding of privacy to the mobile technology context – an
imminent trend that is full of challenges especially with advancement of
hacking techniques [125].

Second, despite being in effect for years, FIPs remain a black box.
Our study empirically found that this set of institutional guidelines
exerts an influence on consumers’ privacy assessment in their intention
to adopt mobile apps. Moreover, our findings reveal what is inside this
black box by showing that FIPs provide consumers with control, and it
is this control that impacts on their perception of risk and risk-taking
behaviors. This result suggests that technology adoption research ought
to consider the power of institutional guidelines when introducing new
technology, especially mobile apps. Our finding is also novel in un-
veiling the effect of institutional guidelines on information privacy
decisions.

Third, the significant direct effect and moderating effect of the data
collection method elucidates the powerful role of the data collection
method in determining privacy decisions, and ultimately the intention
to use mobile apps. In particular, AUTO is considered aggressive, and
tends to increase perceived risk and lower PDC. The difference in PDC
between situations with the presence and absence of FIPs is also larger
in nonautomatic than in AUTO. Our findings provide theoretical and
empirical insights into the dynamics of consumer data collection
methods. It draws attention to the fact that while FIPs are effective in
increasing PDC, companies need to adopt a more informative technique
to increase this perception. A more informative technique also reduces
consumers’ information risk perception.

Fourth, our mediation analysis found that behavioral beliefs are
significant mediators between company intervention strategies and
behavioral intention, suggesting that intervention strategies may reg-
ulate privacy behavioral beliefs and, in turn, use intention.

5.1. Implications for practice

Our findings provide important practical implications for compa-
nies. First, because FIPs are effective in increasing PDC, companies
should clearly communicate to consumers their commitment to FIPs. In
particular, companies should highlight the principles of access and
choice that give consumers the power to manage their personal data.
They should also underscore the principle of notice that equips

consumers with knowledge of their data usage. When consumers are
officially informed how their information will be collected and used,
and when they have the choice to opt in or opt out, they feel in control
of their information and see less risk. Therefore, to increase consumer
confidence, companies should include consumer notification and per-
mission seeking, as part of their standard operating procedures. The
practice is useful as the potential value companies might gain from the
large volume of personal information captured, and the subsequent
understanding achieved through consumer analytics far outweighs
minor consumer nuisance of screen pop-ups. The practice is also useful
in promoting companies’ image in abiding by ethical standards.

Second, companies should strategize the best approach to manage
the tradeoff between consumer data collection method and privacy
concerns. AUTO, while highly valuable, may deter consumers from
using the apps. However, companies may try a counter-approach that
can increase consumers’ willingness to use mobile apps. For example,
they can provide consumers with more benefits that will overshadow
the privacy risks in sharing personal data. The literature posits that
consumers use a risk-benefit calculus when formulating their privacy
concerns and intention to share personal information [23,43]. When
the benefits outweigh the costs, consumers may assume risky behaviors
of sharing personal data, such as participating in “second exchange”
transactions, in return for high quality and personalized services [126].

Third, in the mobile-apps market, consumers’ intention to use an
application is influenced by their perception of data control and in-
formation risks. Companies could deploy a control-risk balancing
technique that reduces consumers’ perceived risks and increases their
PDC. For example, developers and content providers could provide
clear options that allow consumers to exercise personal data control
within the apps.

5.2. Limitations and suggestions for future research

Despite the empirical support for our research model, our study has
limitations, which call for additional research. First, our categorization
of automatic and non-AUTO methods represents only one of the factors
that may interact with FIPs to affect PDC and behavioral intention. As
justice perception literature postulates that the perception of fairness
may be influenced by contextual factors [98], future research could
examine additional variables, such as the presence or absence of en-
forcement and the degree of information sensitivity. Furthermore, we
only categorized the FIPs intervention into two types: the presence and
absence of FIPs. Likewise, data collection methods were classified into
two types: automatic (i.e., aggressive) and nonautomatic (i.e., non-
aggressive). Future research could gain deeper insights by further di-
viding the FIPs intervention into different levels of compliance with
each of its dimensions, while data collection methods could be further
divided into different levels of intrusiveness.

Another limitation is the use of scenarios, to operationalize the
presence or absence of FIPs and the data collection method. Some may
argue a scenario does not mirror the real life context, especially when
the target is complex human decision-making related to privacy.
However, the literature contends that scenario design does provide
useful insights into similar phenomena [49]. Moreover, we limited the
number of variables to those that are most realistic when one uses
mobile apps.

Also, we have not considered perceived usefulness of a mobile app,
which might have influenced users’ decision to adopt an app. The lit-
erature [127–129] suggests that users may choose to use an app when
the perceived usefulness outweighs the privacy risk, which reduces the
effect of privacy concerns. Future research could include both perceived
usefulness and privacy concerns in the study, to examine a potential
tradeoff between the variables.

Furthermore, our sample was based in the United States. Care
should be taken with generalization, because privacy-related situations
are culture-dependent [24]. Future work could replicate our study in

Table 8
Mediation analysis.

Relationship Direct effect Indirect effect

FIPs → PIR −0.033ns −0.548***
FIPs → INT −0.034ns 0.306***
AUTO → INT −0.070ns −0.163***

ns= nonsignificant, ***p < 0.001.

C.F. Libaque-Sáenz, et al. Information & Management 58 (2021) 103284

12



other contexts and evaluate the potential moderation effect of cultural
factors.

Our study focused only on mobile apps. Future research could
compare and contrast our findings with those from services such as
social network sites, e-banking, and e-commerce. Prior research has
found that different services may invoke different levels of concerns
about privacy [25]. Future research could also address the effectiveness
of the FIPs implementation method. The negative side of FIPs also
opens new opportunities for future research. For example, future study
may extend the literature on the control paradox, which claims that the
same control that leads consumers to disclose more information may
expose them to higher levels of privacy violations [33]. Finally, the
potential moderation effect of the covariates included in this study may
call for further attention.

6. Conclusion

The success of mobile apps depends on the usage rate. However,
privacy concern often stands as the roadblock that may hinder con-
sumers’ adoption of these apps. In this study, we tested the effect of two
company intervention strategies, FIPs and the data collection method,
on privacy-related decisions. We found that the intervention strategies
are effective in influencing privacy-related decisions. This finding
suggests companies could deploy our validated intervention strategies
to increase the use of their mobile apps while abiding by ethical stan-
dards.

6.1. Endnote

1 Amazon Mechanical Turk is a web-based environment where
employers (called the requesters) post outsourced tasks for an anon-
ymous network of laborers (called the workers), who receive

compensation for their contribution [130]. The responses are anon-
ymous [130–132]. Prior research has reported that this tool is effective,
and has produced similar results to those obtained using samples from
USA students and USA consumer panels [130].

2 Uniform Resource Locator (url) refers to a web resource that
specifies its location on the Internet and a mechanism for retrieving it.

3 Hypertext processor (php) is a language designed for web devel-
opment that uses a general-purpose programming language.

6.2. Compliance with ethical standards

Ethical approval: All procedures performed in studies involving
human participants were in accordance with the ethical standards of
the institutional and/or national research committee, and with the
1964 Helsinki declaration and its later amendments or comparable
ethical standards. Informed consent: Informed consent was obtained
from all individual participants included in the study.
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Appendix A. Literature Review

Authors (Year) Research Question Context Dependent Variable Independent Variables/
Concepts in the case of de-
scriptive design

Research Design
(Data Analysis
Technique)

Main Findings

Awad and Krishn-
an [29]

Does information transpar-
ency affect willingness to be
profiled online for persona-
lized offerings?

Fixed
(Website)

Willing to be pro-
filed online for per-
sonalized services/
advertisement

Importance of information
transparency, privacy con-
cern, importance of privacy
policies, previous privacy in-
vasion

Nonexperimental
correlation
(Structural equa-
tion modeling)

Consumers who value information
transparency are less likely to par-
ticipate in personalization.

Bellman, Johnso-
n, Kobrin and
Lohse [24]

Are cultural values, Internet
experience, or desire for
government intervention as-
sociated with different forms
of Internet privacy regula-
tion?

Fixed
(Website)

Privacy concerns Cultural values, government
involvement in regulation,
Internet experience

Non experimental
correlation
(MANCOVA)

Differences in Internet privacy
concerns across countries may be
explained by differences in cultural
values and Internet experience
(“enforcement” dimension of Fair
Information Practices [FIPs]).

Bonner and
Chiasson [16]

What are FIPs and how did
they achieve their status?

General
(Unspecified)

None Fair information practices
principles, actant

Nonexperimental
descriptive (None)

FIPs were the result of a complex
interaction among various social,
political, and technical elements,
while their worldwide acceptance
was due to enlistment, conveni-
ence, and expediency factors.

Chellappa and
Pavlou [30]

1) Which are the antecedents
to perceived security in e-
commerce?
2) Is perceived security an
antecedent to trust?

Fixed
(Website)

Trust in e-commerce
transactions

Encryption, protection, verifi-
cation, authentication, per-
ceived security, financial lia-
bility

Nonexperimental
correlation (Lineal
regression)

Perceived security (encryption,
protection, and authentication) is a
stronger antecedent to trust than
are reputation and financial liabi-
lity.

Culnan [20] 1) How many Web sites have
posted privacy disclosures?
2) To what extent do these
privacy disclosures reflect
fair information practices?

Fixed
(Website)

None Fair information practices,
types of personal information

Nonexperimental
descriptive (None)

Although the majority of websites
disclose a privacy policy, only 14 %
of these policies present clear and
comprehensive statements.

Culnan and Arm-
strong [14]

Are consumers willing to
disclose personal information
and be profiled for marketing
when organizations use FIPs?

Fixed
(Website)

Willingness to be
profiled

Privacy concerns, prior ex-
perience

Preexperimental
(Lineal
Discriminant
Analysis)

When customers are told that FIPs
are used, privacy concerns do not
distinguish between those who are
willing to be profiled from those
who are unwilling to participate.
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Culnan and Bies
[12]

1) Are privacy concerns
shaped by perceived fairness
of corporate information
practices?
2) How to implement FIPs

Fixed
(Website)

None Willingness to disclose per-
sonal information, fair infor-
mation practices implementa-
tion alternatives

Nonexperimental
descriptive (None)

Justice theory explains the effect of
FIPs on privacy concerns.
Implement FIPs through regulation,
industry self-regulation, and tech-
nological solutions.

Karyda, Gritzalis,
Park and Ko-
kolakis [17]

How can privacy protection
through FIPs be accommo-
dated in ubiquitous technol-
ogies?

Mobile
(Ubiquitous
technologies)

None Obstacles to implementation
of fair information practices

Nonexperimental
descriptive (None)

Obstacles to the implementation of
FIPs in ubiquitous technologies are
due to technical and social issues,
such as computing power limita-
tions of small devices and asym-
metry of power.

Li, Sarathy and Xu
[31]

What is the impact of affec-
tive and cognitive reactions
on personal information dis-
closure decision?

Fixed
(Website)

Intention to give
personal informa-
tion

Risk belief, protection belief,
relevance of information,
awareness of privacy state-
ment, privacy concerns, sen-
sitivity of information, joy,
and fear

Nonexperimental
correlation
(Structural equa-
tion modeling)

Initial emotions formed from an
overall impression of a website act
as initial hurdles to information
disclosure. Once users enter
the information exchange stage,
fairness-based levers further adjust
perceived privacy.

Libaque-Saenz,
Wong, Chang,
Ha and Park
[22]

What is the impact of per-
ceived information practices
on individuals’ perceptions of
information risks?

Mobile
(Network op-
erator)

Perceived informa-
tion risks to give
consent to use per-
sonal information

Trust, privacy concerns, data
control, policy awareness, and
information protection

Nonexperimental
correlation
(Structural equa-
tion modeling)

Passive dimensions of information
practices influence the active di-
mension of information practices,
while the latter directly and indir-
ectly affects individuals’ percep-
tions of risks (through privacy
concerns and trust).

Libaque-Saenz,
Chang, Kim,
Park and Rho
[6]

What is the role of organiza-
tional information practices
on users’ intention to
authorize the secondary use
of their personal informa-
tion?

Mobile
(Network op-
erator)

Intention to
authorize personal
data for secondary
use

Perceived risk, perceived ben-
efits, perceived data control,
policy awareness, information
protection, trust, and privacy
concerns

Nonexperimental
(Structural equa-
tion modeling)

Intention to authorize personal
data for secondary use is driven by
perceived risk, perceived benefits,
and FIPs-related variables such as
perceived policy awareness, per-
ceived information protection, and
perceived data control.

Liu, Marchewka,
Lu and Yu
[28]

What is the effect of per-
ceived privacy (measured
through information prac-
tices) on trust and behavioral
intention?

Fixed
(Website)

Behavioral intention
(Repeat repurchase,
visit again, recom-
mend to others, and
positive remarks)

Trust, privacy (Notice, access,
choice, and security)

Experimental
(Correlation)

Perceptions of privacy indirectly
affect intention. This effect is ex-
plained by trust. When users are in
a scenario based on FIPs, percep-
tions of privacy, trust, and their
intentions are higher than in a non-
FIP scenario.

Milne and Boza
[23]

1) How concerned are indi-
viduals with organizations’
information practices?
2) How much do they trust
these information practices?
3) What are the antecedents
and consequences of con-
cerns and trust?

Fixed
(Computer)

Computer usage,
trust, and concerns

Perceived control, knowledge,
attitude toward relationship
marketing, and attitude to-
ward direct marketing

Nonexperimental
correlation (Lineal
regression)

Improving trust and reducing con-
cerns are different approaches to
managing customer information.
Improving trust is more effective
than reducing privacy concerns.

Milne and Rohm
[32]

1) How do customers’ pre-
ferences about name removal
vary depending on privacy,
purchase experience, and
channel?
2) Which alternative (opt-in
or opt-out) may be more
adequate for name removal?

Fixed (Email) Respondents’ desire
to remove their
names

Data collection awareness,
name removal knowledge,
purchase experience, demo-
graphics, and direct mar-
keting channel

Nonexperimental
correlation (Lineal
regression)

When notice and choice exists,
consumers are less inclined to re-
move their names for direct mar-
keting. Channels for direct mar-
keting and purchase experience
affect customers’ desires for name
removal.

Nemati and Van
Dyke [27]

1) What is the effect of
reading privacy statements
on individuals’ trust and risk
beliefs?
2) Does FIPs have any influ-
ence on individuals’ trust and
perception of risks?

Fixed
(Website)

Trust and perceived
risk

Fair information practices,
reading privacy policy, and
interaction of these two vari-
ables

Quasi-experi-
mental (T-test,
ANOVA)

Reading privacy statement may in-
crease individuals’ trust; however,
these statements may increase risk
perceptions. The effect of FIP com-
ponents was found to be nonsigni-
ficant.

Pearson [18] What are the privacy chal-
lenges faced by software en-
gineers when they target the
cloud?

Fixed (Cloud
computing
services)

None Fair information practices,
implementation options and
guidelines

Nonexperimental
descriptive (None)

FIPs could be implemented through
Privacy Enhancing Technologies
(PETs). The study also suggests
some implementation guidelines.

Schwaig, Kane
and Storey
[19]

How well do the Fortune 500
firms comply with the FIP?

General
(Unspecified)

None Fair information practices
compliance

Nonexperimental
descriptive (None)

Most of the Fortune 500 firms
comply with the notice component
of FIPs but fail to address the other
components (choice, security, and
access).

Sheehan and Hoy
[133]

Do FIPs address users’
privacy concerns?

Fixed
(Website)

Privacy concerns Fair information practices
principles

Nonexperimental
correlation (Factor
analysis)

FIPs can address most users’
privacy concerns. However, rela-
tionship between entities and users,
and the exchange of information
for appropriate compensation may
also influence this variable.

Smith, Milberg
and Burke
[134]

What is the nature of indivi-
duals’ privacy concerns about

General
(Unspecified)

None Privacy concerns dimensions Nonexperimental
correlation (Factor
analysis)

Privacy concerns are related to
collection, errors, unauthorized
secondary use, and improper
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organizational information
practices?

access. The authors developed and
validated a measurement instru-
ment to address privacy concerns.

Xu, Dinev, Smith
and Hart
[135]

What is the link between in-
dividuals’ privacy percep-
tions and institutional
privacy assurances?

Fixed
(Website)

Privacy concerns Privacy risk, privacy control,
effectiveness of privacy
policy, effectiveness of in-
dustry self-regulation, and
disposition to value privacy

Nonexperimental
correlation
(Structural equa-
tion modeling)

Individuals form their privacy con-
cerns through a control-risk assess-
ment, which is affected by their
perceptions of the effectiveness of
institutional privacy assurances.

Xu, Teo, Tan and
Agarwal [26]

What is the effect of privacy
assurances on privacy con-
cerns?

Mobile (Apps) Privacy concerns Perceived data control, indi-
vidual self-protection, in-
dustry self-regulation, and
government legislation

Experimental
(Structural equa-
tion modeling)

Perceived control is the key for
managing consumers’ privacy con-
cerns. Consent and enforcement
affect privacy concerns.

Appendix B. User perception of personal information collection by devices

Type of data Source

Racial information Article 9 GDPR
Ethnic origin Article 9 GDPR
Political opinion Article 9 GDPR
Religious beliefs Article 9 GDPR
Trade-union membership information Article 9 GDPR
Genetic information Article 4 (13) GDPR
Health-related information Article 4 (15) GDPR
Sexual orientation Article 9 GDPR
Bank/transaction information Financial data - Phelps et al. [41]
Credit card information Financial data - Phelps et al. [41]
E-Money information Financial data - Phelps et al. [41]
ID number Ghose [40], Personal identifiers - Phelps et al. [41]
Phone number Ghose [40], Personal identifiers - Phelps et al. [41]
Home address Ghose [40], Personal identifiers - Phelps et al. [41]
IP address Ghose [40], Personal identifiers - Phelps et al. [41]
Voice records (telephone calls) Ghose [40], Personal identifiers - Phelps et al. [41]
Short message service (SMS) Ghose [40], Personal identifiers - Phelps et al. [41]
Messenger records (e.g., Whatsapp) Ghose [40], Personal identifiers - Phelps et al. [41]
Purchasing records Ghose [40], Shopping habits - Phelps et al. [41]
Searching records Ghose [40], Chen et al. [39]
Personal schedule Ghose [40], Lifestyle characteristics - Phelps et al. [41]
Location information Ghose [40]
Transportation information (e.g., trips) Ghose [40], Lifestyle characteristics - Phelps et al. [41]
Work/occupation information Demographics - Phelps et al. [41]
Email address Personal identifiers - Phelps et al. [41]
Gender Demographics - Phelps et al. [41]
Age Demographics - Phelps et al. [41]
Media-consuming habits (e.g., news, movies, etc.) Lifestyle characteristics - Phelps et al. [41]
Social and network information Ghose [40], Chen et al. [39]
Philosophical beliefs Article 9 GDPR
Biometric information (e.g., fingerprints) Article 4 (14) GDPR
Photographs and videos Recital 51 GDPR
Education information Demographics - Phelps et al. [41]
Login information (user IDs and passwords) Recital 56 GDPR, Chen et al. [39]

Note: Phelps et al. (2000) suggest five categories of data: demographics, lifestyle characteristics (including media habits), shopping habits,
financial data, and personal identifiers.

Appendix C. Scenarios for the Study

Cover Story
Company X provides E-Discounts (paperless and wireless discounts) service as a platform between merchants and customers. This service is an

optional channel to receive promotions and discounts about products or services. Products or services could be books, cosmetics, restaurants,
cinemas, clothes, etc.

Suppose you are considering whether you will subscribe to E-Discounts service. First, you should learn the procedures for using this application
(app), which is free.

Scenario I: Presence of FIPs and Automatic Data Collection
App Installation: You first need to install the E-Discounts app on your mobile phone.
Data Collection: This app is connected to your mobile telephone service provider database. Therefore, to profile your preferences, Company X can

automatically access: (1) your whereabouts and (2) other information about you (e.g., search habits).
Options: This app will present a “Privacy Suit” that allows you to:

- give or withhold your consent to Company X to use specific personal data about you (e.g., name, occupation, gender, age, and e-mail) without
affecting the use of this app.

- correct information about your past E-Discounts shopping records (you can correct mistakes, if any, in your records to keep an accurate profile).
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- check Company X’s practices for using your personal information (how long this information is stored, how this information is used, and with
whom this information may be shared).

- use data encryption and secure your personal data (this technology is used to keep your personal data safe from potential security breaches).

Discounts: Company X can automatically access your whereabouts at any time, even if you are not using this app at that moment. When you move
into the area of one of the merchants working with Company X, this company automatically provides you with E-Discounts for products or services
based on your preferences profile. By showing these E-Discounts to the merchants, you can obtain cash discounts when buying a product or service.

Scenario II: Presence of FIPs and Non-Automatic Data Collection
App Installation: You first need to install the E-Discounts app on your mobile phone.
Data Collection: To profile your preferences for future discounts usage, you have to select a list of products and services (“preference list”) that

best matches your interests.
Options: This app will present a “Privacy Suit” that allows you to:

- give or withhold your consent to Company X to use specific personal data about you (e.g., name, occupation, gender, age, and e-mail) without
affecting the use of this app.

- correct information about your past E-Discounts shopping records (you can correct mistakes, if any, in your records to keep an accurate profile).
- check Company X’s practices for using your personal information (how long this information is stored, how this information is used, and with
whom this information may be shared).

- use data encryption and secure your personal data (this technology is used to keep your personal data safe from potential security breaches).

Discounts: This app cannot automatically track your current whereabouts; therefore, to retrieve information about discounts of products and
services you should enter the zip code of the zone where you are located. For example: If you are currently in a zone of Miami, FL, and want
information about discounts for merchants located in this zone, you can choose the state “FL” from the menu, select the city of Miami, select the ZIP
code of the zone, and then click on “search.” A list of discounts based on your preferences (selected by yourself in your “preference list”) will be
displayed. By showing these E-Discounts to the merchants, you can obtain cash discounts when buying a product or service.

Scenario III: Absence of FIPs and Automatic Data Collection
App Installation: You first need to install the E-Discounts app on your mobile phone.
Data Collection: This app is connected to your mobile telephone service provider database. Therefore, to profile your preferences, Company X can

automatically access: (1) your whereabouts and (2) other information about you (e.g., search habits).
Options: Upon installation, the following message will appear:
“I agree with the use of my personal information.”
If you don’t agree with this message, you will not be able to use this app. (Notice that beyond this message, no additional information about

privacy policy will be displayed).
Discounts: Company X can automatically access your whereabouts at any time, even if you are not using this app at that moment. When you move

into the area of one of the merchants working with Company X, this company automatically provides you with E-Discounts for products or services
based on your preferences profile. By showing these E-Discounts to the merchants, you can obtain cash discounts when you buy a product or service.

Scenario IV: Absence of FIPs and Non Automatic Data Collection
App Installation: You first need to install the E-Discounts app on your mobile phone.
Data Collection: To profile your preferences for future discounts usage, you have to select a list of products and services (“preference list”) that

best match your interests.
Options: Upon installation, the following message will appear:
“I agree with the use of my personal information.”
If you don’t agree with this message, you will not be able to use this app. (Notice that beyond this message, no additional information about

privacy policy will be displayed).
Discounts: This app cannot automatically track your current whereabouts; therefore, to retrieve information about discounts of products and

services you should enter the zip code of the zone where you are located. For example: If you are currently in a zone of Miami, FL, and want
information about discounts for merchants located in this zone, you can choose the state “FL” from the menu, select the city of Miami, select the ZIP
code of the zone, and then click on “search.” A list of discounts based on your preferences (selected by yourself in your “preference list”) will be
displayed. By showing these E-Discounts to the merchants, you can obtain cash discounts when you buy a product or service.

Appendix D. Measurement Items

Control Variables

CON1 In general, consumers have lost all control over how their personal information is collected and used by online companies.

CON2 In general, most online companies handle personal information they collect about users in a proper and confidential way (R).
CON3 In general, existing laws and organizational practices provide a reasonable level of protection for user online privacy today (R).
DC1 Before I decide to provide personal information to a company, I wish the company would inform me fully about the collection of my personal information.
DC2 Before I decide to provide personal information to a company, I wish I have more information about how my personal information would be used by the company.
DT1 I usually trust people until they give me a reason not to trust them.
DT2 I generally give people the benefit of the doubt when I first meet them.
DT3 My typical approach is to trust new acquaintances until they prove I should not trust them.
EXP How often have you heard or read during the past year about the use and potential misuse of the information collected by companies?
VAL I value the products and services that are personalized for my usage experience.
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CON=privacy concerns, DC=desire for control, DT= disposition to trust, EXP=previous experience, VAL=value for personalization,
(R)= reverse coded

Theoretical Constructs

PIR1 When faced with this scenario, using "E-Discounts" service may involve a high potential for privacy loss.

PIR2 When faced with this scenario, using "E-Discounts" service may lead to an inappropriate use of my personal information.
PIR3 When faced with this scenario, using "E-Discounts" service will not involve any problem with my personal information (R).
PIR4 When faced with this scenario, using "E-Discounts" service would be risky, in general.
PDC1 When faced with this scenario, how much control do you feel you may have over your personal information collected by Company X?
PDC2 When faced with this scenario, how much control do you feel you may have over the amount of your personal information collected by Company X?
PDC3 When faced with this scenario, overall, how much control do you feel you may have over your personal information provided to Company X?
PDC4 When faced with this scenario, how much control do you feel you may have over who can get access to your personal information collected by Company X?
PDC5 When faced with this scenario, how much control do you feel you may have over how your personal information would be used by Company X?
INT1 When faced with this scenario, I intend to adopt this service.
INT2 When faced with this scenario, I predict I will use this service.
INT3 When faced with this scenario, I plan to use this service.

PIR=perceived information risks, PDC=perceived data control, INT= behavioral intention, (R)=reverse coded
Marker Variable (Fashion Leadership)

MV1 I am aware of fashion trends and want to be one of the first to try them.

MV2 I am the first to try new fashion; therefore, many people regard me as being a fashion leader.

Manipulation Check Items

CHECK1
(choice)

Based on the above description, "E-Discounts" service allows me to grant or revoke my consent to Company X for using specific personal data about me without
affecting the use of this app. In other words, I could still use this app even if I revoke my consent.

CHECK2
(access)

Based on the above description, "E-Discounts" allow me to correct information about my "past" E-Discounts shopping records, if any mistake exists.

CHECK3
(notice)

Based on the above description, "E-Discounts" service informs me about Company X's practices for using my personal information, such as for how long this
information is stored, how this information is used, and with whom this information may be shared.

CHECK4
(security)

Based on the above description, "E-Discounts" service provides a data encryption functionality to keep my personal data safe from potential security breaches.

CHECK5
(automatic)

Based on the above description, Company X can automatically access information about my current "whereabouts" at any time, even if I am not using this app at
that moment.

FAIR When faced with this scenario, I believe my personal information will be used fairly.

FAIR= perceived fairness
Attention Check Items

ATC1 When providing information about me I feel comfortable. Although we ask about your feeling in this situation, please skip this question so we know you are paying attention.

ATC2 How much control do you have over the weather condition? Although we know you have no control in this situation, please select – a great deal – so we know you are paying
attention.

Appendix E. Confirmatory Factor Analysis (Loadings)

Items INT PDC PIR CON DC DT MV EXP VAL

INT1 0.978 0.750 −0.764 −0.205 −0.078 0.189 0.031 −0.133 0.299
INT2 0.992 0.773 −0.780 −0.219 −0.069 0.202 0.059 −0.115 0.272
INT3 0.992 0.771 −0.785 −0.220 −0.058 0.207 0.046 −0.116 0.287
PDC1 0.730 0.948 −0.802 −0.193 −0.130 0.086 −0.069 −0.084 0.159
PDC2 0.702 0.929 −0.763 −0.215 −0.075 0.127 −0.024 −0.094 0.196
PDC3 0.767 0.952 −0.799 −0.203 −0.091 0.100 −0.042 −0.102 0.183
PDC4 0.726 0.904 −0.765 −0.260 −0.195 0.161 0.005 −0.075 0.172
PDC5 0.662 0.904 −0.729 −0.214 −0.082 0.088 −0.012 −0.098 0.169
PIR1 −0.734 −0.780 0.936 0.260 0.179 −0.156 −0.009 0.145 −0.210
PIR2 −0.745 −0.783 0.945 0.343 0.156 −0.157 0.021 0.204 −0.267
PIR3 −0.719 −0.777 0.941 0.315 0.122 −0.178 −0.011 0.234 −0.235
PIR4 −0.762 −0.795 0.943 0.270 0.152 −0.144 0.022 0.167 −0.209
CON1 −0.179 −0.226 0.286 0.838 0.200 −0.090 −0.053 0.378 −0.208
CON2 −0.181 −0.190 0.269 0.866 0.156 −0.251 −0.056 0.235 −0.334
CON3 −0.198 −0.180 0.252 0.859 0.209 −0.151 −0.179 0.281 −0.284
DC1 −0.094 −0.139 0.173 0.204 0.969 0.023 −0.012 0.172 −0.041
DC2 −0.016 −0.079 0.117 0.216 0.902 0.036 0.014 0.207 0.022
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DT1 0.224 0.139 −0.187 −0.201 0.016 0.965 0.135 0.048 0.219
DT2 0.176 0.110 −0.159 −0.160 0.037 0.942 0.103 0.047 0.255
DT3 0.170 0.089 −0.127 −0.177 0.034 0.956 0.132 0.061 0.206
MV1 0.047 −0.032 −0.001 −0.114 0.002 0.131 0.971 −0.031 0.203
MV2 0.041 −0.029 0.014 −0.099 −0.007 0.120 0.962 −0.052 0.143
EXP −0.123 −0.097 0.199 0.351 0.196 0.054 −0.042 1.000 −0.125
VAL 0.289 0.189 −0.244 −0.320 −0.019 0.238 0.181 −0.125 1.000

INT=behavioral intention, PDC=perceived data control, PIR= perceived information risks, CON=privacy concerns, DC=desire for control,
DT= disposition to trust, MV=marker variable, EXP= previous experience, VAL= value for personalization

Appendix F. Supplementary data

Supplementary material related to this article can be found, in the online version, at doi:https://doi.org/10.1016/j.im.2020.103284.
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